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Science goals 
•  120  clusters with more than 2 optical wide fov bands with Subaru/

Suprimecam or CFHT/Megacam. We require seeing<0.9’’  lensing,  
<1’’ photom to a depth iAB~24.5. 

•  ~30 with many bands uBgVrRiIz. + sometimes JHKs WIRCAM 
coverage + ~60 with HST imaging in the core (processing ongoing) 

•  Full sample should outperform statistical power of CCCP and 
Weighing the Giants (~30). Large overlap with existing samples. 

 
•  Weak lensing -> mass content (overall cluster + substructures) 
          
•  Strong lensing  Xsection for cluster members  and comparison 

with the field (extend CFHTLS results) 

•  Multiscale, consistent study of shear, flexion and strong lensing 

Thesis project Preliminary work Measuring multipole moments in cosmological simulations Conclusion

The gravitational lensing

crucial observable to probe the Dark Matterlensing observables
∆ probe the total mass distribution projected on the lens plane
∆ no assumption on the nature and the dynamical state of the matter

∆ Strong Lensing as a tool to probe the internal region of galaxies
∆ Weak lensing signal probe the outskirts of galaxies

4 / 24N



Data processing 
•  140	clusters.	510	op:cal	stacks		(2.6	bands	on	average),	~10000	

exposures	(including	astrometric/photometric	calibra:on	frames)	

•  Subaru	archives:		metadata	are	messy	and	detrending	tricky	
(overscan,gain,cross-talk…).		

•  Thanks	CFHT	for		smooth	preprocessing	(ELIXIR)…	and	clear/reliable	
data	structure	(room	for	improvement	in	the	z-band)	

•  Data	reduc:on	complete	(excellent	astrometry		10-20	mas	rms	with	
LARGE	scamp	runs).			

•  We	derived	starflats	for	Suprimecam	(but	current	results	don’t	correct	
for	it	yet).	

•  Photometric	calibra:on	based	on	SDSS	(when	available)	or	CFHT.	More	
difficult	with	generally	too-long	Subaru	exposures.	Use	of	BIGMACS	
(Kelly	et	al)	to	perform	photometric	calibra:on.	

•  Archives	mined	to	get	large	numbers	of	redshifs	to	help	photo-zs		
techniques	(Le	Phare	&	poorman-z)	

•  	Shapes measured w/ Sextractor+PSFEx (currently on stacks, 
eventually on individual exposures) 

80%CL,	extended	

For	lensing	band	
0’’7	median	



•  Diagnos:c	tools	showing	galaxy	counts,		
footprint	of	exposures,		BIGMACS	(Kelly	
et	al)	stellar	loci	

•  PSF	model	(PSFEx)	
•  Masks	(Theli	automask	tool)	

•  Galaxies	are	modeled	as	Sersic	profile.	
Above,	image	and	image-model.	Currently	
done	on	stacks…	but....	



•  For	37	clusters	out	of	141,	some	par:al	JHK	coverage	of	the	Suprimecam/Megacam	footprint	
but	rarely	at	the	desired	depth	(~24AB).		

•  It	helps	disentangling	fg/bg	galaxies	in	cluster	cores	and	improves	fg	stellar	mass	es:mates		
•  Analysis	ongoing…	careful	stacking	and	calibra:on	pending.	

WIRCAM imaging 

Terapix	processing	(Bouflous,	Hudelot	@	IAP)	 Direct	stacking	



Protoype	browsable		h=p://image.iap.fr/amalgam	

Image/metadata	naviga6on	tool	based	on	
visioma6c		tool												(leaflet		js)		



Protoype	browsable		h=p://image.iap.fr/amalgam	

Image/metadata	naviga6on	tool	based	on	
visioma6c		tool												(leaflet		js)		



In	crowded	areas,	fiong	brighest	objects	first	reduces	crosstalk	of	blended	objects.	

Sersic	model	fiong	capabili:es	of	Sextractor		+		PSFEx	



In	crowded	areas,	fiong	brighest	objects	first	reduces	crosstalk	of	blended	objects.	



•  Improved	model-fiong	capabili:es	of	SExtractor	coupled	to	PSFEx		
•  Great3	outcome	is	very	encouraging	:		2nd	team	out	of	several	10th.	
•  Extremely	fast	(10-40	gals/sec)	with	much	improved	deblending.	
•  Biases	~<	10-3	,	very	lirle	dependence	on	SNR	once	above	10.	
•  So	far,	mul:-exposure	fiong	s:ll	under	development!		

Shape Measurements 



•  Improved	model-fiong	capabili:es	of	SExtractor	coupled	to	PSFEx		
•  Great3	outcome	is	very	encouraging	:		2nd	team	out	of	several	10th.	
•  Extremely	fast	(10-40	gals/sec)	with	much	improved	deblending.	
•  Biases	~<	10-3	,	very	lirle	dependence	on	SNR	once	above	10.	
•  So	far,	mul:-exposure	fiong	s:ll	under	development!		

Shape Measurements 

Mul:plica:ve	biases		~<	10-3	,	addi:ve	biases	~<10-4	.	
Suitable	for		DES,	KiDS,…	and	AMALGAM	
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1. Introduction

2. The need for probabilistic redshifts

2.1. For the field

When performing weak lensing measurements, a common ap-
proach is to use a prior knowledge of the redshift distribution
of sources pref(z) from independent reference fields to scale the
lensing strength into a normalized mass term involving the ratio
w = Dls/Ds of angular diameter distances between the deflector
and the sources and between the observer and the source. This
method could su�ce in the weak lensing regime in which the
image plane ellipticity ", the intrinsic source plane ellipticity "

s

and the reduced shear g = w�/(1 � w) can be related by the
relation

" = "
s

+ w� , (1)

whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
the convergence  is su�ciently small we can estimate a redshift
independent (in our adopted conventions) shear estimator and
associated variance:
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:
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The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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In its full generality this equation cannot be simplified ana-
lytically. A Monte-Carlo sampling of this many-parameter prob-
lem is well suited for Gibbs Monte-Carlo technics (eg Wandelt
et al. 2004) given the good separability of conditional PDF in
Equ. (7). In practice, individual redshifts will gain a little extra
amount of constraint from the likelihood while the sampling will
allow a trivial marginalization over redshifts and yield a more ac-
curate inference on � and  or any other more informed paramet-
ric mass model predicting �(r) and (r) at once. We also note that
introducing measurement errors in the observed ellipticity under
the hypothesis that they are also Gaussian distributed can provide
a convenient additional weighting scheme since every galaxy can
be assigned an uncertainty �

i

on the observed ellipticity which

translates into an uncertainty
q
�2

i

+ �2
s

on the intrinsic elliptic-
ity. We leave the discussion on shape measurement for Paper III
since it is largely independent on source redshift knowledge.

In particular, in the low shear regime and with a gaussian
ellipticity distribution, the expectation value of Equ. (7) 2 and its
associated variance read :

�̂ =

Z
d�
(

dN

z �p(�, z|")

= �

P
i

w

i

w

i

P
i

w

2
i

. (9)

�� =

Z
d�
(

dN

z

(� � �̂)2
p(�, z|")

' �
sqP
i

w

2
i

. (10)

with the moments of the distance ratio w

n given by:

w

n

i

=

Z
dz

i

 
Dls,i

Ds, i

!
n

p(zi

) , (11)

and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

2.2. The field redshift distribution

The latest COSMOS2015 photometric redshift distribution
(Laigle 2016) will serve as our reference field thanks to its
exquisite depth and area and thanks to the richness of multiband
photometry, especially with recent updates in the Near-IR (from
ULTRAVISTA and SPLASH data).

Table 1 shows the best fit parameters of a � distribution as an
analytical approximation of the pref PDF:
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e�z/z0
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2 Identical, in this case, to the maximum posterior point estimator

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

2.3. Estimator variances

Before exploring the performance in terms of variance of the
estimator given by the posterio in Equ. (7), we remind that the
most naive and most commonly used estimator for the shear that
accounts for the redshift distribution of sources is the one that
divides both ellipticity mean and rms by the mean distance ratio
w :
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If on the contrary, we now have at hand a secure estimate of the
redshift of every source, we can optimally downweigh the low
redshift ones and the shear estimator becomes:
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The ratio �2
ideal/�

2
naive = w

2/w2 can reach low values for re-
alistic redshift distributions of sources as the lens redshifts in-
creases. We show this evolution in the top panel of Fig. 1 as a
function of deflector redshift and for several magnitude cuts in
the COSMOS2015 reference distribution. We clearly see that for
z

l

& 0.6, uncertainties can increase by as much as 30% and be
even worse if we account for the non-linearity of the � � g rela-
tion (Seitz & Schneider 1997; Bartelmann & Schneider 2001).

In the bottom panel of Fig. 1, we show from simulations how
the recovery of an input shear � = 0.1 (in the g ' w� approx-
imation) is a↵ected by di↵erent accuracies in the knowledge of
source redshifts, ie how narrow are each p

i

(w
i

) (or equivalently
p

i

(zs,i )), in units of the optimal accuracy one could achieve by
knowing all redshifts perfectly. Even a modest photometric red-
shift accuracy �

z

/(1+ z) . 0.15 can allow to recover most of the
information whatever the deflector redshift. We also show that
using the full posterior PDF of � in Equ. (7) instead of the naive
estimator of Equ. (13) and (14) is beneficial for zl & 0.5, even
though we only know the overall redshift PDF of the population.
The benefice in terms of variance would be even more substan-
tial in the strong shear regime, while also correctly dealing with
the non linearity between mass and induced ellipticity.

2.4. Estimator biases

Despite its ability at recovering the information content from
p

i

(z
i

) knowledge and reducing shear variances, we can show
from Equ. 9, that the posterior mean shear will be biased in gen-
eral because the mean value w

i

for each source is not necessarily
an unbiased estimator of w

i

(even though z

i

is not biased with re-
spect to z

i

) and because the quadratic mean w

2
i

will depart from
the squared mean w

2
i

as redshifts get more and more uncertain.
For instance, if redshifts are known through their overall distri-
bution, the bias will be of the form w

2/w2, which we already saw
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•  Required	to	calibrate	lensing	,	ie	to	convert	induced	ellip:city	
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the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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To	mi1gate	the	bias	(within	5%),	one	can	pick	
those	sources	with	the	lowest	w	uncertainty	
so	that	σw/w	<	0.8	.	Quite	easily	achieved	as	
long	as	zs>>zl,even	with	severe	contamina1on	
by	cluster	members.	

Gavazzi et al.: AMALGAM photometry

Fig. 1. Relative degradation of the accuracy to which shear can be
measured as a function of the amount of knowledge in the redshift of
sources. Top Panel: Only the source redshift distribution is known for
3 magnitude cuts as infered from the COSMOS2015 photometric red-
shifts (Laigle 2016). The uncertainty from the ideal estimator of (16)
is compared to that of the crude shear estimator in Equ. (14), showing
the great benefit of knowing individual redshifts at high lens redshift,
especially with shallow data. Bottom Panel: Same situation for a parent
redshift distribution limited to i < 25 but some amount of photomet-
ric redshift information is used (whose accuracy is parameterized by
�

z

/(1 + z)) and we use the more sophisticated estimator obtained from
Equ. (7), showing that low accuracy photometric redshifts perform al-
most as well as perfect redshifts. This estimator is also better than the
crude one even when only the redshift distribution is known (’good es-
tim’ magenta compared to ’crude estim’ cyan). Note that the shear is
low � = 0.1 and no account for non-linear � � g relation is made.

when we compared variance between the naive and ideal shear
estimator.

We also simulated many observations of local shear es-
timates from a parent redshift distribution given by i <
25 COSMOS2015 objects and incorporated a fraction ↵ =
0, 5%, 20%, 80% of galaxies at the lens redshift and mimick-
ing an excess of cluster members, with unprecise location along
the line of sight. Like for the variance analysis above, we
test di↵erent accuracies in redshift estimations �

z

/(1 + z) =
0.0, 0.05, · · · , 0.3 and unknown at all, and also di↵erent input
shear values (neglecting the shear – reduced shear correction).
We found that the bias is always above the 5% value for red-

shifts uncertainties above 0.05 whatever the deflector redshift. It
is broadly independent on the input shear. In turn, the contami-
nation by cluster members is usually very well absorbed by the
redshift weighting even for contaminations as large as %80. We
also found that applying multiplicative shear corrections of the
form

bcorr =

P
i

w

2
iP

i

w

i

2 or bcorr =

P
i

w

2
iP

i

w

i

Med(w
i

)
, (17)

where Med() is the median, are not satisfactory and produce even
stronger biases, especially in the presence of contamination by
cluster members.

In practice, since it is di�cult to correct for the bias, we shall
instead try and remove from the sums in Equ. (9), those sources
that may have a large contribution on the bias. More precisely,
we define in threshold w

i

2/w2
i

 � below which the knowledge
in source redshift is too poor for a secure inclusion in the shear
estimation. This cut is identical to a cut in distance ratio accuracy
�

w

� w

p
1/� � 1. We show in Fig. 2 that a threshold � = 0.6

alleviates most of the bias. Even for redshift uncertainties as
large as �

z

/(1 + z) ' 0.3, biases are kept below the ⇠ 3% level
regardless of the lens’ redshift.

We also found that applying a cut � = 0.6 has no noticeable
impact on the previously studied variances and most of the in-
formation contained in the ideal case (16) is already recovered
when �

z

/(1 + z) . 0.3.

3. Photometric redshifts with Le_Phare

When suitable multi-band observations are available, we derive
an estimate of the redshift for detections in our cluster fields
through the photometric redshift software LePhare

3 (Arnouts &
Ilbert 2011; Ilbert et al. 2006; Arnouts et al. 1999). In order
to calibrate our photometric redshift, we looked for the avail-
able information in literature of spectroscopic redshift data for
our cluster fields; to this purpose, we have used the VizieR cata-
logue access tool (Ochsenbein et al. 2000), the Simbad database
(Wenger et al. 2000).

3.1. Archival spectroscopy

4. Poorman-z: photometric nearest-neighbors in the
COSMOS sample

For the AMALGAM clusters having too few bands for a reli-
able use of Le_Phare we had to resort on a simpler strategy to
distinguish foreground and background objects in a probabilistic
sense. A common past strategy was for instance to use magni-
tude cuts and to assume that the fainter sources would in general
reside in the background (Hoekstra et al. 2012, 2015). A sub-
stantial improvement consists in using two or more bands and
excise sources will colors resembling the cluster red sequence
(Medezinski et al. 2007; Okabe & Smith 2015).

When the number of available filters is low, photometric red-
shifts are more and more dependent on the prior knowledge one
has on the redshift distribution of sources (or equivalently on
their luminosity distribution). Pushing the idea, one could sim-
ply assign a redshift probability of a given source given its mag-
nitude by picking objects of similar magnitude with known red-
shift. This heuristic approach has motivated photometric red-
shift technics based on kth-nearest-neighbor or random forests
3
http://www.cfht.hawaii.edu/~arnouts/lephare.html.
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In its full generality this equation cannot be simplified ana-
lytically. A Monte-Carlo sampling of this many-parameter prob-
lem is well suited for Gibbs Monte-Carlo technics (eg Wandelt
et al. 2004) given the good separability of conditional PDF in
Equ. (7). In practice, individual redshifts will gain a little extra
amount of constraint from the likelihood while the sampling will
allow a trivial marginalization over redshifts and yield a more ac-
curate inference on � and  or any other more informed paramet-
ric mass model predicting �(r) and (r) at once. We also note that
introducing measurement errors in the observed ellipticity under
the hypothesis that they are also Gaussian distributed can provide
a convenient additional weighting scheme since every galaxy can
be assigned an uncertainty �

i

on the observed ellipticity which

translates into an uncertainty
q
�2

i

+ �2
s

on the intrinsic elliptic-
ity. We leave the discussion on shape measurement for Paper III
since it is largely independent on source redshift knowledge.

In particular, in the low shear regime and with a gaussian
ellipticity distribution, the expectation value of Equ. (7) 2 and its
associated variance read :
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with the moments of the distance ratio w

n given by:
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

2.2. The field redshift distribution

The latest COSMOS2015 photometric redshift distribution
(Laigle 2016) will serve as our reference field thanks to its
exquisite depth and area and thanks to the richness of multiband
photometry, especially with recent updates in the Near-IR (from
ULTRAVISTA and SPLASH data).

Table 1 shows the best fit parameters of a � distribution as an
analytical approximation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (12)

2 Identical, in this case, to the maximum posterior point estimator

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

2.3. Estimator variances

Before exploring the performance in terms of variance of the
estimator given by the posterio in Equ. (7), we remind that the
most naive and most commonly used estimator for the shear that
accounts for the redshift distribution of sources is the one that
divides both ellipticity mean and rms by the mean distance ratio
w :

�naive =

P
i

"
i

wN

(13)

��naive =
�

s

w

p
N

(14)

If on the contrary, we now have at hand a secure estimate of the
redshift of every source, we can optimally downweigh the low
redshift ones and the shear estimator becomes:

�ideal =

P
i

w

i

"
iP

i

w

2
i

(15)

��ideal =
�

sp
Nw

2
(16)

The ratio �2
ideal/�

2
naive = w

2/w2 can reach low values for re-
alistic redshift distributions of sources as the lens redshifts in-
creases. We show this evolution in the top panel of Fig. 1 as a
function of deflector redshift and for several magnitude cuts in
the COSMOS2015 reference distribution. We clearly see that for
z

l

& 0.6, uncertainties can increase by as much as 30% and be
even worse if we account for the non-linearity of the � � g rela-
tion (Seitz & Schneider 1997; Bartelmann & Schneider 2001).

In the bottom panel of Fig. 1, we show from simulations how
the recovery of an input shear � = 0.1 (in the g ' w� approx-
imation) is a↵ected by di↵erent accuracies in the knowledge of
source redshifts, ie how narrow are each p

i

(w
i

) (or equivalently
p

i

(zs,i )), in units of the optimal accuracy one could achieve by
knowing all redshifts perfectly. Even a modest photometric red-
shift accuracy �

z

/(1+ z) . 0.15 can allow to recover most of the
information whatever the deflector redshift. We also show that
using the full posterior PDF of � in Equ. (7) instead of the naive
estimator of Equ. (13) and (14) is beneficial for zl & 0.5, even
though we only know the overall redshift PDF of the population.
The benefice in terms of variance would be even more substan-
tial in the strong shear regime, while also correctly dealing with
the non linearity between mass and induced ellipticity.

2.4. Estimator biases

Despite its ability at recovering the information content from
p

i

(z
i

) knowledge and reducing shear variances, we can show
from Equ. 9, that the posterior mean shear will be biased in gen-
eral because the mean value w

i

for each source is not necessarily
an unbiased estimator of w

i

(even though z

i

is not biased with re-
spect to z

i

) and because the quadratic mean w

2
i

will depart from
the squared mean w

2
i

as redshifts get more and more uncertain.
For instance, if redshifts are known through their overall distri-
bution, the bias will be of the form w

2/w2, which we already saw
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In its full generality this equation cannot be simplified ana-
lytically. A Monte-Carlo sampling of this many-parameter prob-
lem is well suited for Gibbs Monte-Carlo technics (eg Wandelt
et al. 2004) given the good separability of conditional PDF in
Equ. (7). In practice, individual redshifts will gain a little extra
amount of constraint from the likelihood while the sampling will
allow a trivial marginalization over redshifts and yield a more ac-
curate inference on � and  or any other more informed paramet-
ric mass model predicting �(r) and (r) at once. We also note that
introducing measurement errors in the observed ellipticity under
the hypothesis that they are also Gaussian distributed can provide
a convenient additional weighting scheme since every galaxy can
be assigned an uncertainty �
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on the intrinsic elliptic-
ity. We leave the discussion on shape measurement for Paper III
since it is largely independent on source redshift knowledge.

In particular, in the low shear regime and with a gaussian
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associated variance read :
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the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

2.2. The field redshift distribution

The latest COSMOS2015 photometric redshift distribution
(Laigle 2016) will serve as our reference field thanks to its
exquisite depth and area and thanks to the richness of multiband
photometry, especially with recent updates in the Near-IR (from
ULTRAVISTA and SPLASH data).

Table 1 shows the best fit parameters of a � distribution as an
analytical approximation of the pref PDF:
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2.3. Estimator variances

Before exploring the performance in terms of variance of the
estimator given by the posterio in Equ. (7), we remind that the
most naive and most commonly used estimator for the shear that
accounts for the redshift distribution of sources is the one that
divides both ellipticity mean and rms by the mean distance ratio
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2/w2 can reach low values for re-
alistic redshift distributions of sources as the lens redshifts in-
creases. We show this evolution in the top panel of Fig. 1 as a
function of deflector redshift and for several magnitude cuts in
the COSMOS2015 reference distribution. We clearly see that for
z
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& 0.6, uncertainties can increase by as much as 30% and be
even worse if we account for the non-linearity of the � � g rela-
tion (Seitz & Schneider 1997; Bartelmann & Schneider 2001).

In the bottom panel of Fig. 1, we show from simulations how
the recovery of an input shear � = 0.1 (in the g ' w� approx-
imation) is a↵ected by di↵erent accuracies in the knowledge of
source redshifts, ie how narrow are each p
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) (or equivalently
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(zs,i )), in units of the optimal accuracy one could achieve by
knowing all redshifts perfectly. Even a modest photometric red-
shift accuracy �
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/(1+ z) . 0.15 can allow to recover most of the
information whatever the deflector redshift. We also show that
using the full posterior PDF of � in Equ. (7) instead of the naive
estimator of Equ. (13) and (14) is beneficial for zl & 0.5, even
though we only know the overall redshift PDF of the population.
The benefice in terms of variance would be even more substan-
tial in the strong shear regime, while also correctly dealing with
the non linearity between mass and induced ellipticity.

2.4. Estimator biases

Despite its ability at recovering the information content from
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) knowledge and reducing shear variances, we can show
from Equ. 9, that the posterior mean shear will be biased in gen-
eral because the mean value w
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for each source is not necessarily
an unbiased estimator of w
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(even though z
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spect to z
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as redshifts get more and more uncertain.
For instance, if redshifts are known through their overall distri-
bution, the bias will be of the form w

2/w2, which we already saw
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Fig. 2. Bias in the shear recovery using photometric redshifts with limited accuracy when a fraction of contaminating cluster members is present.
For various shear values (� = 0.05, 0.10, 0.20, bottom to top) and various degrees of contamination (cont = 0, 0.05, 20, 80%, left to right). The
hatched region represents a 5% relative precision about the input shear value.

like ANNz (see e.g. Budavári 2012). However the availability
of deep spectroscopic training (or reference) sets prevents such
a technics from working down to faint magnitudes i & 24 most
relevant for weak lensing.

In this section, we explore whether one of the deepest, widest
photometric surveys with a broad wavelength coverage and ex-
tensive spectroscopic training set could serve as a reference for
applying a kth-nearest-neighbor technics to our photometric cat-
alogs with the poorest spectral coverage (typically 2 to 3 bands).
The COSMOS2015 (Laigle 2016) version of the photometric
redshift catalogue in the COSMOS survey supplemented by re-
cent ULTRA-VISTA Near-IR and SPLASH Spitzer data pro-
vides such an avenue since it is deeper and has photometric chan-
nel entries matching all the bands we have for the AMALGAM
clusters.

In practice, for a given cluster having imaging in N filters,
we build a kd-tree in the N-dimensional space of magnitudes in
the COSMOS2015 catalog and look for the k nearest neighbors
around a given source in this AMALGAM cluster field. The
mean, median and standard deviation of COSMOS2015 red-
shifts among those k objects are stored for each object along
with the k individual values that can be seen as samples of the
underlying redshift probability distribution of this object. This
poorman-z tool along with simplified reference catalogs can be
obtained upon request to the author. It is based in the kdtree2
algorithm (Kennel 2004).

For this multi-band matching technic to work one has to
properly account for photometric errors present in both the ref-
erence COSMOS2015 catalog and our catalog based on archival
mined observations. In most cases, the former uncertainties are
lower than the latter, so that we have to apply to the reference
catalog additional magnitude dependent measurement errors. In
practice, for each filter, we can write the magnitude uncertainty

log�
m

= cst + 0.4m (relevant for background dominated pho-
tometric errors), with the constant to be determined for both the
reference and the cluster catalog. If the latter is deeper (i.e. if
the constant is lower) than the reference catalog, no additional
magnitude error is added in quadrature to the reference catalog,
otherwise a Gaussian random magnitude o↵set is applied.

In Fig. 3, we compare the results of Le_Phare and
poorman-z redshift determinations for a CLASH cluster,
MACS J1206.2-0847, having a rich amount of VLT spectro-
scopic redshifts (Girardi et al. 2015). When several filters are
available (6 in this example: B, g, V , r, i, z

++), one can see
that at low redshifts standard photometric redshifts and our kth-
nearest neighbor technic yield similar results, with a somewhat
more scattered recovery for the latter. The scatter gets worse
when restricting ourselves to a 2 filters case (V and z

++ here) but
biases are of the same order. We clearly see, in all the cases, that
the lack of NIR filters hampers a proper location of the Balmer
break beyond z ⇠ 1. The lack of u band, here, is also detri-
mental at very low redshift. TODO: RG: check above results
with final photometry (especially cases with JHK) and de-
cide upon plotting range!. At face value, one may not be satis-
fied by the high-redshift recovery. It should be stressed that the
spectroscopic sample used here does not contain many sources
fainter than z = 22.5 except some multiply-imaged background
sources in the cluster core that experience a substantial magni-
fication (TODO: RG: explore surface brightness kNN?) and
may be biased towards galaxies with very prominent emission
lines at high redshifts. Although instructive at low redshift, a
spectroscopic – photometric redshift comparison plot may not
be representative of the whole population of sources we will use
for weak lensing studies.
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degraded	to	our	depth	in	each	band)	
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mass accretion. This will be addressed in future works.
Finally, this catalog will also be invaluable in the prepa-
ration of simulated catalogs for the Euclid satellite mis-
sion and defining what kind of spectroscopic catalogs it
will require.

The paper is organized as follows. Section 2 describes
the dataset and the preparation of the images. Section 3
details the galaxy detection and the photometric mea-
surements. Section 4 describes the computation of the
photometric redshift and the extraction of the physical
parameters. Section 5 summarizes the main characteris-
tics of the catalog. Section 6 presents our summary at
outlines future data sets.
We use a standard ⇤CDM cosmology with Hubble con-
stant H0 = 70 km.s�1.Mpc�1, total matter density
⌦

m

= 0.3 and dark energy density ⌦⇤ = 0.7. All magni-
tudes are expressed in the AB (Oke 1974) system.

2. OBSERVATIONS AND DATA REDUCTION

2.1. Overview of included data

The COSMOS field (Scoville et al. 2007) o↵ers a unique
combination of deep (AB ⇠ 25 � 26, multi-wavelength
data (0.25µm ! 24µm) covering a relatively large area
of 2 deg2. The main improvement compared to previ-
ous COSMOS catalog releases is the addition of new,
deeper near-infrared and infrared data from the UltraV-
ISTA and the SPLASH (Spitzer Large Area Survey with
Hyper-Suprime-Cam) projects.

As in previous COSMOS catalog papers, all images
and noise maps have been resampled to the same tangent
point RA,DEC= (150.1163213, 2.20973097). The entire
catalog covers a square of 2 deg2 centered on this tangent
point. In the case where images were delivered as tiles, all
data were assembled into a series of 48096⇥48096 images
with an identical pixel scale of 0.1500. Figure 1 shows the
footprint of all observations. Figure 2 shows the trans-
mission curves of all filters1 (filter, atmosphere and de-
tector). COSMOS near-infrared data comes from sev-
eral sources: WIRCam (McCracken et al. 2010) covering
the entire field and UltraVISTA (McCracken et al. 2012)
data covering the central 1.5 deg2. The UltraVISTA
data includes the DR2 “deep” and “ultra-deep” stripes.
Note that this implies that the depth and complete-
ness in our final catalog is not the same over the whole
COSMOS field because it is derived in part from these
data. The COSMOS2015 catalog o↵ers also a match with
X-Ray, Near Ultra-Violet (NUV), Infra-red (IR), Far-
IR data, coming respectively from Chandra, GALEX,
MIPS/Spitzer, PACS/Herschel and SPIRE/Herschel. In
this paper we limit ourselves to the inner deep part cov-
ered by both UltraVISTA-DR2 and the z++ band (and
which is flagged accordingly in our catalog). We denote
AUD the part of the field covered by the “ultra-deep
stripes” (Ks = 24.7 at 3� in a 300 diameter aperture) and
ADeep the region covering the “deep stripes” ( Ks = 24.0
at 3� in a 300 diameter aperture). AUD covers 0.62 deg2

on the field, but only 0.55 deg2 inside the 2 deg2 COS-
MOS area, and 0.46 deg2 after removing masked area
in the optical. Details of these flagged regions can be
found in Table 6 (section 7.1).All the input data are

1 www.astro.caltech.edu/⇠capak/filters/index.html
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Figure 1. A schematic of the COSMOS field showing all the opti-
cal (dark blue and turquoise) and near-infrared (green and orange)
observations used. The background image corresponds to the chi-
squared YKHKs-z++ detection image (as described in section 3).
For reference, the region covered by COSMOS-Advanced Camera
for Surveys (ACS) HST data is shown in cyan.

summarised in Table 1. The limiting magnitudes can
be visualised on Figure 3.

2.1.1. Optical-ultraviolet data

The optical-ultraviolet dataset used here is similar to
previous releases (Capak et al. 2007; Ilbert et al. 2009).
It includes near-UV (0.23µm) observations from GALEX
(Zamojski et al. 2007), u⇤ band data from Canada-France
Hawaii Telescope (CFHT/MegaCam) and the COSMOS-
20 survey composed of 6 broad bands (B, V , g, r, i,
z+), 12 medium bands (IA427, IA464, IA484, IA505,
IA527, IA574, IA624, IA679, IA709, IA738, IA767,
IA827) and two narrow bands (NB711, NB816), taken
with Subaru SuprimeCam (Taniguchi et al. 2007). We
have discarded poor-seeing (⇠ 1.300) g-band data. Fi-
nally, the initial COSMOS z band data was replaced
by deeper z++ band data taken with thinned upgraded
CCDs and a slightly di↵erent filter. At this stage, in
each band, image point-spread-functions (PSFs) were ho-
mogenised to minimise tile-to-tile variations (Capak et al.
2007). At the same time RMS MAP and FLAG MAP
were also generated, and saturated pixels and bad ar-
eas are flagged. This release also contains new Y
band data taken with Hyper-Suprime-Cam (HSC) Sub-
aru (Miyazaki et al. 2012). The average exposure time
per pixel is 2.1hrs. This dataset is described fully in
Hasinger et al. (in preparation). The addition of the
Y � band data is intended to improve our stellar mass
and redshift estimates in the important 1 < z < 1.5
range, because it is slightly bluer than the Y filter from
VIRCAM (see Figure 2), but also to serve as a “pilot pro-
gram” to assess the utility of HSC data and to prepare
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Figure 10. Photometric redshift distributions for i+� (left) and K
s�(right) selected samples for the full sample, compared with a model

prediction (red dashed line) from PEGASE.2 (Fioc & Rocca-Volmerange 1997, 1999). Plotted errorbars are uncertainties estimated from
jacknife errors, splitting the field into 25 sub-fields.

from hundreds of hours of telescope time in many di↵er-
ent observing programs, are a key ingredient in allowing
us to characterise the precision of our photometric red-
shifts.

We retain from COSMOS spectroscopic master catalog
only the highly reliable spectroscopic redshifts for which
the confidence level is higher than 97% (quality flag be-
tween 3 and 4, according to the scheme described e.g
in Lilly et al. 2007). The photometric redshift accuracy
is listed in Table 4, and plotted in Figure 11. We esti-
mate the precision of the photometric redshift using the
normalized median absolute deviation NMAD (Hoaglin
et al. 1983) defined as 1.48 ⇥ median (|zp � zs|/(1 + zs)) .
This dispersion is robust against catastrophic errors, i.e.
objects with |zp � zs|/(1 + zs) > 0.15. The percentage
of catastrophic errors is denoted by ⌘. In the following,
we discuss the accuracy and the fraction of catastrophic
failures for each spectroscopic sample. The given val-
ues are those corresponding to the sample for which we
have a non-masked photometric redshift counterpart in
the COSMOS2015 catalog. These results are also sum-
marized in Table 4.

- zCosmos bright at z < 1.2: the zCOSMOS bright
survey (Lilly et al. 2007) includes 8607 unmasked
galaxies selected at i+AB  22.5 (3�,300) in the field.
For this representative bright spectroscopic sample,
we find a photometric redshift accuracy of 0.008
and less than 0.5% failures.

- zCosmos faint at 1.5 < z < 2.5: it includes 767
galaxies color-selected to lie in the redshift range
1.5 . z . 2.5 (Lilly et al., in preparation). This
redshift range is the least constrained for the pho-
tometric redshift and the median magnitude i+AB is

as faint as 23.8 (3�,300). Still, our precision is 0.04
for these objects.

- The Keck follow-up reaching z ⇠ 6: we gather
2030 spectroscopic redshifts with DEIMOS at Keck
II. This sample combines several selected sub-
populations selected in IR and at z > 4 (Kartaltepe
et al. (2010), Capak et al., in prep).

- VUDS at 2.4 < z < 4: The VIMOS Ultra Deep
Survey (Le Fevre et al. 2015) targeted z > 2.4
galaxies using color-color and photometric redshift
selections. The VUDS sample includes extremely
faint galaxies with a median magnitude i+AB at 24.6
(3�,300) with a total exposure times of 40h per
spectra. These sample contain a large fraction of
catastrophic failures (⌘ = 21.8%) mostly because
of the mismatch between the Lyman and Balmer
break features, as some of these objects were se-
lected without near-infrared data. NIR data are of
prime importance to distinguish both features at
z > 1.5, that’s why this fraction is considerably re-
duced when a magnitude-limited sample is selected
(⌘lim = 10.4% when we select objects brighter than
the limiting magnitudes in all the NIR and IR
bands).

- A faint sample of quiescent galaxies at 1.5 < z <
2.6: 10 faint quiescent galaxies at z < 2 obtained
with MOIRCS/Subaru (Onodera et al. 2012) and
11 faint quiescent galaxies at 1.85 < z < 2.6 ob-
tained with the WFC3 grism observations from the
3D-HST survey (Krogager et al. 2014).

- FORS2 sample at 0.7 < z < 1.5: we used 788
FORS2/VLT redshifts at 0.6 < z < 1.8 (Comparat
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1. Introduction

2. The need for probabilistic redshifts

2.1. For the field

When performing weak lensing measurements, a common ap-
proach is to use a prior knowledge of the redshift distribution
of sources pref(z) from independent reference fields to scale the
lensing strength into a normalized mass term involving the ratio
w = Dls/Ds of angular diameter distances between the deflector
and the sources and between the observer and the source. This
method could su�ce in the weak lensing regime in which the
image plane ellipticity ", the intrinsic source plane ellipticity "

s

and the reduced shear g = w�/(1 � w) can be related by the
relation

" = "
s

+ w� , (1)

whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
the convergence  is su�ciently small we can estimate a redshift
independent (in our adopted conventions) shear estimator and
associated variance:
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:
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The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
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tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z
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uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
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mass accretion. This will be addressed in future works.
Finally, this catalog will also be invaluable in the prepa-
ration of simulated catalogs for the Euclid satellite mis-
sion and defining what kind of spectroscopic catalogs it
will require.

The paper is organized as follows. Section 2 describes
the dataset and the preparation of the images. Section 3
details the galaxy detection and the photometric mea-
surements. Section 4 describes the computation of the
photometric redshift and the extraction of the physical
parameters. Section 5 summarizes the main characteris-
tics of the catalog. Section 6 presents our summary at
outlines future data sets.
We use a standard ⇤CDM cosmology with Hubble con-
stant H0 = 70 km.s�1.Mpc�1, total matter density
⌦

m

= 0.3 and dark energy density ⌦⇤ = 0.7. All magni-
tudes are expressed in the AB (Oke 1974) system.

2. OBSERVATIONS AND DATA REDUCTION

2.1. Overview of included data

The COSMOS field (Scoville et al. 2007) o↵ers a unique
combination of deep (AB ⇠ 25 � 26, multi-wavelength
data (0.25µm ! 24µm) covering a relatively large area
of 2 deg2. The main improvement compared to previ-
ous COSMOS catalog releases is the addition of new,
deeper near-infrared and infrared data from the UltraV-
ISTA and the SPLASH (Spitzer Large Area Survey with
Hyper-Suprime-Cam) projects.

As in previous COSMOS catalog papers, all images
and noise maps have been resampled to the same tangent
point RA,DEC= (150.1163213, 2.20973097). The entire
catalog covers a square of 2 deg2 centered on this tangent
point. In the case where images were delivered as tiles, all
data were assembled into a series of 48096⇥48096 images
with an identical pixel scale of 0.1500. Figure 1 shows the
footprint of all observations. Figure 2 shows the trans-
mission curves of all filters1 (filter, atmosphere and de-
tector). COSMOS near-infrared data comes from sev-
eral sources: WIRCam (McCracken et al. 2010) covering
the entire field and UltraVISTA (McCracken et al. 2012)
data covering the central 1.5 deg2. The UltraVISTA
data includes the DR2 “deep” and “ultra-deep” stripes.
Note that this implies that the depth and complete-
ness in our final catalog is not the same over the whole
COSMOS field because it is derived in part from these
data. The COSMOS2015 catalog o↵ers also a match with
X-Ray, Near Ultra-Violet (NUV), Infra-red (IR), Far-
IR data, coming respectively from Chandra, GALEX,
MIPS/Spitzer, PACS/Herschel and SPIRE/Herschel. In
this paper we limit ourselves to the inner deep part cov-
ered by both UltraVISTA-DR2 and the z++ band (and
which is flagged accordingly in our catalog). We denote
AUD the part of the field covered by the “ultra-deep
stripes” (Ks = 24.7 at 3� in a 300 diameter aperture) and
ADeep the region covering the “deep stripes” ( Ks = 24.0
at 3� in a 300 diameter aperture). AUD covers 0.62 deg2

on the field, but only 0.55 deg2 inside the 2 deg2 COS-
MOS area, and 0.46 deg2 after removing masked area
in the optical. Details of these flagged regions can be
found in Table 6 (section 7.1).All the input data are

1 www.astro.caltech.edu/⇠capak/filters/index.html
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Figure 1. A schematic of the COSMOS field showing all the opti-
cal (dark blue and turquoise) and near-infrared (green and orange)
observations used. The background image corresponds to the chi-
squared YKHKs-z++ detection image (as described in section 3).
For reference, the region covered by COSMOS-Advanced Camera
for Surveys (ACS) HST data is shown in cyan.

summarised in Table 1. The limiting magnitudes can
be visualised on Figure 3.

2.1.1. Optical-ultraviolet data

The optical-ultraviolet dataset used here is similar to
previous releases (Capak et al. 2007; Ilbert et al. 2009).
It includes near-UV (0.23µm) observations from GALEX
(Zamojski et al. 2007), u⇤ band data from Canada-France
Hawaii Telescope (CFHT/MegaCam) and the COSMOS-
20 survey composed of 6 broad bands (B, V , g, r, i,
z+), 12 medium bands (IA427, IA464, IA484, IA505,
IA527, IA574, IA624, IA679, IA709, IA738, IA767,
IA827) and two narrow bands (NB711, NB816), taken
with Subaru SuprimeCam (Taniguchi et al. 2007). We
have discarded poor-seeing (⇠ 1.300) g-band data. Fi-
nally, the initial COSMOS z band data was replaced
by deeper z++ band data taken with thinned upgraded
CCDs and a slightly di↵erent filter. At this stage, in
each band, image point-spread-functions (PSFs) were ho-
mogenised to minimise tile-to-tile variations (Capak et al.
2007). At the same time RMS MAP and FLAG MAP
were also generated, and saturated pixels and bad ar-
eas are flagged. This release also contains new Y
band data taken with Hyper-Suprime-Cam (HSC) Sub-
aru (Miyazaki et al. 2012). The average exposure time
per pixel is 2.1hrs. This dataset is described fully in
Hasinger et al. (in preparation). The addition of the
Y � band data is intended to improve our stellar mass
and redshift estimates in the important 1 < z < 1.5
range, because it is slightly bluer than the Y filter from
VIRCAM (see Figure 2), but also to serve as a “pilot pro-
gram” to assess the utility of HSC data and to prepare
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Figure 10. Photometric redshift distributions for i+� (left) and K
s�(right) selected samples for the full sample, compared with a model

prediction (red dashed line) from PEGASE.2 (Fioc & Rocca-Volmerange 1997, 1999). Plotted errorbars are uncertainties estimated from
jacknife errors, splitting the field into 25 sub-fields.

from hundreds of hours of telescope time in many di↵er-
ent observing programs, are a key ingredient in allowing
us to characterise the precision of our photometric red-
shifts.

We retain from COSMOS spectroscopic master catalog
only the highly reliable spectroscopic redshifts for which
the confidence level is higher than 97% (quality flag be-
tween 3 and 4, according to the scheme described e.g
in Lilly et al. 2007). The photometric redshift accuracy
is listed in Table 4, and plotted in Figure 11. We esti-
mate the precision of the photometric redshift using the
normalized median absolute deviation NMAD (Hoaglin
et al. 1983) defined as 1.48 ⇥ median (|zp � zs|/(1 + zs)) .
This dispersion is robust against catastrophic errors, i.e.
objects with |zp � zs|/(1 + zs) > 0.15. The percentage
of catastrophic errors is denoted by ⌘. In the following,
we discuss the accuracy and the fraction of catastrophic
failures for each spectroscopic sample. The given val-
ues are those corresponding to the sample for which we
have a non-masked photometric redshift counterpart in
the COSMOS2015 catalog. These results are also sum-
marized in Table 4.

- zCosmos bright at z < 1.2: the zCOSMOS bright
survey (Lilly et al. 2007) includes 8607 unmasked
galaxies selected at i+AB  22.5 (3�,300) in the field.
For this representative bright spectroscopic sample,
we find a photometric redshift accuracy of 0.008
and less than 0.5% failures.

- zCosmos faint at 1.5 < z < 2.5: it includes 767
galaxies color-selected to lie in the redshift range
1.5 . z . 2.5 (Lilly et al., in preparation). This
redshift range is the least constrained for the pho-
tometric redshift and the median magnitude i+AB is

as faint as 23.8 (3�,300). Still, our precision is 0.04
for these objects.

- The Keck follow-up reaching z ⇠ 6: we gather
2030 spectroscopic redshifts with DEIMOS at Keck
II. This sample combines several selected sub-
populations selected in IR and at z > 4 (Kartaltepe
et al. (2010), Capak et al., in prep).

- VUDS at 2.4 < z < 4: The VIMOS Ultra Deep
Survey (Le Fevre et al. 2015) targeted z > 2.4
galaxies using color-color and photometric redshift
selections. The VUDS sample includes extremely
faint galaxies with a median magnitude i+AB at 24.6
(3�,300) with a total exposure times of 40h per
spectra. These sample contain a large fraction of
catastrophic failures (⌘ = 21.8%) mostly because
of the mismatch between the Lyman and Balmer
break features, as some of these objects were se-
lected without near-infrared data. NIR data are of
prime importance to distinguish both features at
z > 1.5, that’s why this fraction is considerably re-
duced when a magnitude-limited sample is selected
(⌘lim = 10.4% when we select objects brighter than
the limiting magnitudes in all the NIR and IR
bands).

- A faint sample of quiescent galaxies at 1.5 < z <
2.6: 10 faint quiescent galaxies at z < 2 obtained
with MOIRCS/Subaru (Onodera et al. 2012) and
11 faint quiescent galaxies at 1.85 < z < 2.6 ob-
tained with the WFC3 grism observations from the
3D-HST survey (Krogager et al. 2014).

- FORS2 sample at 0.7 < z < 1.5: we used 788
FORS2/VLT redshifts at 0.6 < z < 1.8 (Comparat
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proach is to use a prior knowledge of the redshift distribution
of sources pref(z) from independent reference fields to scale the
lensing strength into a normalized mass term involving the ratio
w = Dls/Ds of angular diameter distances between the deflector
and the sources and between the observer and the source. This
method could su�ce in the weak lensing regime in which the
image plane ellipticity ", the intrinsic source plane ellipticity "
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and the reduced shear g = w�/(1 � w) can be related by the
relation

" = "
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+ w� , (1)

whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
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the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:
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The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:
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Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
the convergence  is su�ciently small we can estimate a redshift
independent (in our adopted conventions) shear estimator and
associated variance:

� =

P
i

"
i

wN

(2)

�� =
�

s

w

p
N

(3)

with the moments of the distance ratio w

n given by:

w

n =

Z 1

z

l

 
Dls

Ds

!
n

pref(z)dz

s

, (4)
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:

� =

P
i

w

i

"
iP

i

w

2
i

(5)

�� =
�

sp
Nw

2
(6)

The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of

Article number, page 1 of 5

A	
B	

C	

A	 B	 C	



poorman-z	vs	CLASH-VLT	spec-z	(Girardi	et	al).		

Redshift of sources 

		

Gavazzi et al.: AMALGAM photometry

Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.

Based on observations from the Canada-France-Hawaii Telescope, which is op-
erated by the National Research Council of Canada, the Centre National de la
Recherche Scientifique and the University of Hawaii.
Based in part on data collected at Subaru Telescope and obtained from the
SMOKA, which is operated by the Astronomy Data Center, National Astronom-
ical Observatory of Japan.
This research used the facilities of the Canadian Astronomy Data Centre oper-
ated by the National Research Council of Canada with the support of the Cana-
dian Space Agency. This research has made use of the NASA/IPAC Extragalactic
Database (NED) which is operated by the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the National Aeronautics and Space
Administration.
Based in part on data collected at the ESO VLT (prog. ID 186.A-0798) as part
of the CLASH-VLT programme.
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Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.

Based on observations from the Canada-France-Hawaii Telescope, which is op-
erated by the National Research Council of Canada, the Centre National de la
Recherche Scientifique and the University of Hawaii.
Based in part on data collected at Subaru Telescope and obtained from the
SMOKA, which is operated by the Astronomy Data Center, National Astronom-
ical Observatory of Japan.
This research used the facilities of the Canadian Astronomy Data Centre oper-
ated by the National Research Council of Canada with the support of the Cana-
dian Space Agency. This research has made use of the NASA/IPAC Extragalactic
Database (NED) which is operated by the Jet Propulsion Laboratory, California
Institute of Technology, under contract with the National Aeronautics and Space
Administration.
Based in part on data collected at the ESO VLT (prog. ID 186.A-0798) as part
of the CLASH-VLT programme.

References
Applegate, D. E., von der Linden, A., Kelly, P. L., et al. 2014, MNRAS, 439, 48
Arnouts, S., Cristiani, S., Moscardini, L., et al. 1999, MNRAS, 310, 540
Arnouts, S. & Ilbert, O. 2011, LePHARE: Photometric Analysis for Redshift

Estimate, Astrophysics Source Code Library
Bartelmann, M. & Schneider, P. 2001, Phys. Rep., 340, 291
Budavári, T. 2012, Photometric Redshifts: 50 Years After, ed. M. J. Way, J. D.

Scargle, K. M. Ali, & A. N. Srivastava, 323–335
Geiger, B. & Schneider, P. 1998, MNRAS, 295, 497
Girardi, M., Mercurio, A., Balestra, I., et al. 2015, A&A, 579, A4
Hoekstra, H., Herbonnet, R., Muzzin, A., et al. 2015, MNRAS, 449, 685
Hoekstra, H., Mahdavi, A., Babul, A., & Bildfell, C. 2012, MNRAS, 427, 1298
Ilbert, O., Arnouts, S., McCracken, H. J., et al. 2006, A&A, 457, 841
Kelly, P. L., von der Linden, A., Applegate, D. E., et al. 2014, MNRAS, 439, 28
Kennel, M. B. 2004, ArXiv Physics e-prints
Laigle, C., e. 2016, in preparation
Medezinski, E., Broadhurst, T., Umetsu, K., et al. 2007, ApJ, 663, 717
Ochsenbein, F., Bauer, P., & Marcout, J. 2000, A&AS, 143, 23
Okabe, N. & Smith, G. P. 2015, ArXiv e-prints
Seitz, C. & Schneider, P. 1997, A&A, 318, 687
Wandelt, B. D., Larson, D. L., & Lakshminarayanan, A. 2004, Phys. Rev. D, 70,

083511
Wenger, M., Ochsenbein, F., Egret, D., et al. 2000, A&AS, 143, 9

Appendix A: Benefits of illumination correction

Article number, page 5 of 5

Gavazzi et al.: AMALGAM photometry

Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.
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Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.

Based on observations from the Canada-France-Hawaii Telescope, which is op-
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Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.
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Fig. 3. Comparison of the redshift recovery for Le_Phare (top panel) and poorman-z (middle) kNN technic based on COSMOS2015 reference
catalog in the case of MACS J1206.2-0847, having 2556 spectroscopic redshifts, and by using 6 broad band filters (B, g, V , r, i, z

++). Both methods
start failing beyond redshift z ⇠ 1 due to the lack of Near-IR filters bracketing the Balmer break. Biases are comparable although individual errors
are larger for the poorman-z technic. The bottom panel shows the poorman-z recovery when restricting the photometry to 2 filters (V and z

++).
In all panels, blue error bars represent errors on the mean of binned values. Right panels are just low redshift zoomed version of the left panels.
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1. Introduction

2. The need for probabilistic redshifts

2.1. For the field

When performing weak lensing measurements, a common ap-
proach is to use a prior knowledge of the redshift distribution
of sources pref(z) from independent reference fields to scale the
lensing strength into a normalized mass term involving the ratio
w = Dls/Ds of angular diameter distances between the deflector
and the sources and between the observer and the source. This
method could su�ce in the weak lensing regime in which the
image plane ellipticity ", the intrinsic source plane ellipticity "

s

and the reduced shear g = w�/(1 � w) can be related by the
relation

" = "
s

+ w� , (1)

whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
the convergence  is su�ciently small we can estimate a redshift
independent (in our adopted conventions) shear estimator and
associated variance:

� =

P
i

"
i

wN

(2)

�� =
�

s

w

p
N

(3)

with the moments of the distance ratio w

n given by:

w

n =

Z 1

z

l

 
Dls

Ds

!
n

pref(z)dz

s

, (4)
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:

� =

P
i

w

i

"
iP

i

w

2
i

(5)

�� =
�

sp
Nw

2
(6)

The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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1. Introduction

2. The need for probabilistic redshifts

2.1. For the field

When performing weak lensing measurements, a common ap-
proach is to use a prior knowledge of the redshift distribution
of sources pref(z) from independent reference fields to scale the
lensing strength into a normalized mass term involving the ratio
w = Dls/Ds of angular diameter distances between the deflector
and the sources and between the observer and the source. This
method could su�ce in the weak lensing regime in which the
image plane ellipticity ", the intrinsic source plane ellipticity "

s

and the reduced shear g = w�/(1 � w) can be related by the
relation

" = "
s

+ w� , (1)

whose expectation value is h"i = w�. Here, the modulus of
the ellipticity is related to the major and minor axes by |"| =
(a � b)/(a + b). Note that, throughout, we factorize out the dis-
tance ratio dependence w in the expression of the shear � and
convergence  but we do not rescale values to an infinite red-
shift unlike in (Bartelmann & Schneider 2001; Kelly et al. 2014;
Applegate et al. 2014).

Provided a wide and deep reference survey is available and
the convergence  is su�ciently small we can estimate a redshift
independent (in our adopted conventions) shear estimator and
associated variance:

� =

P
i

"
i

wN

(2)

�� =
�

s

w

p
N

(3)

with the moments of the distance ratio w

n given by:

w

n =

Z 1

z

l

 
Dls

Ds

!
n

pref(z)dz

s

, (4)
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and �
s

the dispersion in intrinsic ellipticities and N the number
of sources used for averaging.

If we now have at hand a secure estimate of the redshift of
every source, we can optimally downweigh the low redshift ones
and the shear estimator becomes:

� =

P
i

w

i

"
iP

i

w

2
i

(5)

�� =
�

sp
Nw

2
(6)

The ratio w

2/w2 can reach large values for realistic red-
shift distributions of sources as the lens redshifts increases. For
instance, using the latest COSMOS2015 photometric redshift
distribution (Laigle 2016), which incorporates deeper Near-IR
(from ULTRAVISTA and SPLASH data), we show this evolu-
tion in the top panel of Fig. 1 as a function of deflector redshift
and for several magnitude cuts. We clearly see that for z

l

& 0.6,
uncertainties can increase by as much as 30% and be even worse
if we account for the non-linearity of the � � g relation (Seitz &
Schneider 1997; Bartelmann & Schneider 2001). Table 1 shows
the best fit parameters of a � distribution as an analytical approx-
imation of the pref PDF:

pref(z) =
e�z/z0

z0�(a)

 
z

z0

!
a�1

. (7)

Table 1. Parameters of the � distribution fitting the COSMOS2015 data

i band limiting mag  23  24  25
z0 0.214 0.344 0.513
a 2.83 2.38 2.09

When every source redshift is known within some accuracy
better than that of the parent distribution, thanks to the use of
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2-band	case			Vi	

Unbiased	shear	requirement	σw/w	<	0.8		translates	into	a	natural	
downweight	of	Red	Sequence.	More	straighxorward	than	cuts!	



Results on clusters masses 
Stacked	radial	shear	profile	

z~0.2	
m200=3.5±0.2	

z~0.4	
m200=2.8±0.3	

z~0.6	
m200=1.2±0.2	

Megacam	 Suprimecam	

Some	systema1cs	here,		
Corners	of	Focal	Plane	to	be	
chopped	off…	

montrer que, si celui-ci à une symétrie parfaitement sphérique, les equations de l’optique gravitation-
nelle n’engendre que des modes E.
Pour passer des composantes “1, “2 ∆ à “+, “

X

, on utilise les formules suivantes (comme définit dans
l’article Higuchi et al. (2015)) :

“+ = ≠(“1cos(2Ï) + “2sin(2Ï)) (2.31)

“
X

= ≠(“2cos(2Ï) ≠ “1sin(2Ï)) (2.32)

Figure 2.6 – Passage à un repère radial/tangentiel
et rotationnel pour le cisaillement

Figure 2.7 – Passage en coordonnées polaires
pour le champ de déflexion

2.3.5 Cartographie 2D de la distribution de la matière noire

À partir de la méthode décrite précédemment, on peut réaliser la carte de projection des dif-
férentes variables : convergence, champ de cisaillement, potentiel gravitationnel projeté, champ de
déflexion. Voici un exemple de carte obtenue pour un halo de masse m

fof

= 2.0430E + 15M§/h, voir
figures 2.8 et 2.9.

Remarques

On constate que la composante rotationnelle du cisaillement est non nulle, cela signifie que le
potentiel gravitationnel n’est pas parfaitement sphérique. On remarque en e�et la présence d’autre
halos massifs (sous halos, sous structure à l’intérieur de l’amas), qui produisent de la déflexion et du
cisaillement.

On remarque que l’aspect filamentaire, parfaitement visible en Ÿ, est également discernable à
partir d’autres observables, notamment le cisaillement tangentiel.

12

m200=M200/1e14	



Results on clusters masses 

7	Mpc	104	convergence	maps	



Results on clusters masses 

TBD:			
	
Exhaus:ve	z-spec	--	poorman-z		&		z-spec	--	zphot	_LePhare	
comparisons.	
	
compare	masses	with		LOCUSS,	Weighing	the	Giants,		CCCP,…	
	
Derive	scaling	rela:ons	with	op:cal	richness	/	X-ray	mass	proxies	
	
	



	

Conclusions 
•  Largest	sample	of	+/-	homogeneous	galaxy	clusters	0.1	<	z	<	0.7		

•  Mass	profiles	for	100+	clusters	being	determined	by	weak	lensing:	

•  Shapes	measured	with	Sextractor+PSFEx	sofware.	Validated	with	Great3	challenge.	
Should	soon	work	in	individual	images.	

•  Check	outermost	parts	of	Suprime	FOV.	Revisit	subtrac:on	of	stellar	halos	(reflexions)	
especially	on	Suprime,	starflats	on	Suprime.	

•  Handling	of	the	redshif	distribu:on	of	bg	sources:	flexible	enough	to	cope	with	small/
variable		number	of	filters,	within	3-5%	systema:cs.	Should	benefit	from	a	more	
extensive	use	of	WIRCAM	(and	VISTA)	NIR	photometry.	

•  Soon:	Weak	lensing	detailed	analysis	of	cluster	members	and	comparison	to	field	
galaxies	(CFHTLS).	Should	yield	interes:ng	constraints	on	the		:dal	stripping	of	cluster	
members!	

•  Soon:	HST	ACS/WFC3	archives	also	mined	for	detailed	strong	lensing	and	flexion	studies	
of	cluster	cores.	



Unlike	for	shear	no	public	effort/challenge	exis:ng	so	far.	Very	difficult	measurement	involving	higher	
order	moments	of	the	surface	brightness	profile.	Our	own	mock	images	will	be	used	to	measure	flexion!	
	
So	far,	tests	suggest	the	so-called	noise	bias	affec:ng	Max-Likelihood	(or	MAP)	es:mators	is	even	
stronger	with	flexion	than	shear!!!	S:ll	being	tested.	
	

Flexion? 





	

Correction of reflexion halos 
BLABLABLA	



	

Illumination correction/starflats 
BLABLABLA	



poorman-z	vs	CLASH-VLT	spec-z.		
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